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Abstract—Polar codes are a recently-discovered family of
capacity-achieving codes that are seen as a major breakthrough
in coding theory. Motivated by the recent rapid progress in the
theory of polar codes, we propose a semi-parallel architecture
for the implementation of successive cancellation decoding. We
take advantage of the recursive structure of polar codes to make
efficient use of processing resources. The derived architecture has
a very low processing complexity while the memory complexity
remains similar to that of previous architectures. This drastic
reduction in processing complexity allows very large polar code
decoders to be implemented in hardware. An N = 2'7 polar code
successive cancellation decoder is implemented in an FPGA. We
also report synthesis results for ASIC.

I. INTRODUCTION

Claude Shannon [1] proved the existence of a maximum
rate—called the channel capacity—at which information can
be reliably transmitted over a channel, and the existence of
codes which enable data transmission at that rate.

Since then, different capacity-approaching codes have been
created [2], [3]; however, designing capacity-achieving codes
with an explicit construction eluded researchers until Arikan
proposed polar codes [4] and proved that they asymptotically
achieve the capacity of binary-input symmetric memoryless
channels. Later works proved that polar codes achieve the
channel capacity for any discrete memoryless channel and,
by extension, for any continuous memoryless channel [5].
Moreover, Arikan provided an explicit construction method for
polar codes and showed that they can be efficiently encoded
and decoded with complexity O(N log N), where N is the
code length. Polar codes were also shown to be good at solving
other information theoretic problems in an efficient manner
(61, [71, [8].

On the other hand, polar codes require large code lengths to
approach the capacity of the underlying channel (N > 220), in
which case, over 20 million computational nodes are required
to decode one codeword. This presents a real challenge when it
comes to implementing the associated successive cancellation
(SC) decoder in hardware.

Despite the large code lengths required, polar codes have
two desirable properties for hardware implementation. First,
they are explicitly described in a recursive framework. This
regular structure enables resource sharing and significantly
simplifies the scheduling and the architecture. Additionally,
unlike many common capacity-approaching codes, polar codes

do not require any kind of randomness to achieve good error-
correcting performance. This helps avoid memory conflicts
and graph-routing problems during the implementation.

Much of the work in the literature is aimed at improving
the error-correction performance of polar codes at moderate
lengths. Examples of this work include: list decoding [9], non-
binary polar codes [10], and using more complex construction
methods [11]. In this work, we focus on implementing the
standard SC decoding algorithm. Any improvement made to
a SC decoding implementation can benefit more complex
decoding algorithms since all polar codes are based on the
same recursive construction. In addition, a low-complexity SC
decoder implementation enables the use of longer polar codes.

The original description of the SC decoding algorithm
[4] mapped the decoder to the factor graph of the polar
code, without going into details of a specific architecture.
The resulting SC decoder includes N log, N node processors,
requires N log, N memory elements (ME), and takes 2N — 2
steps to decode one codeword.

A particular scheduling of SC decoding was shown to
enable beneficial resource sharing without affecting throughput
[12]. An SC decoder architecture containing only N node
processors and 2N memory elements was detailed. It was also
suggested to perform computations in the logarithmic domain
in order to reduce the complexity of each node processor.

In this study, we apply well known implementation methods
to optimize a polar code successive-cancellation decoder, such
as semi-parallel architecture [13], min-sum algorithm [14],
arithmetic resource sharing and RAM access sharing. Some
of these strategies were proposed for other channel decoder
architectures.

Similar to what was done for LDPC decoders [13], we
further reduce the hardware complexity of SC decoding by
introducing a semi-parallel architecture. We estimate the speed
penalty induced by its processing resource reduction and show
that it is negligible compared to the associated complexity
reduction. Logic synthesis results on FPGA and ASIC targets
confirm the higher efficiency of the proposed semi-parallel
architecture.

In Section II, we briefly review the polar code encoding and
decoding processes. Section III describes the scheduling of SC
decoding and defines the latency and utilization rate of a SC
decoder. Section IV surveys existing decoder architectures and
highlights their low computational-resource utilization rate.
Section V describes and analyzes the proposed semi-parallel
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Fig. 1. Polar code encoder with N = 8.

SC decoder architecture. A detailed hardware architecture is
given in Section VI. Finally, FPGA and ASIC implementation
details are presented in Section VIL.

II. POLAR CODES
A. Polar Code Construction and Encoding
Polar codes are linear block codes of length N = 2" whose

generator matrix is constructed using the n" Kronecker power
of the matrix F' = [} {]. For example, for n = 3,
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The equivalent graph representation of F®3 is illustrated in
Fig. 1, where u = u] represents the information-bit vector
and x = z is the codeword sent over the channel. We use the
same notation for vectors as that of [4], namely uf’l consists
of bits ug, ..., up of the vector u.

When the received vectors are decoded using an SC decoder,
every estimated bit 4; has a predetermined error probability—
given that bits uf)_l were correctly decoded—that tends to-
wards either 0 or 0.5. Moreover, the proportion of estimated
bits with a low error probability tends towards the capacity of
the underlying channel, as proved in [4]. Polar codes exploit
this phenomenon, called channel polarization, by using the
most reliable K bits to transmit information, while setting—
or freezing—the remaining N — K bits to a predetermined
value, such as 0.

B. Successive Cancellation Decoding

Given a received vector y corresponding to a transmitted
codeword x, the SC decoder successively estimates the trans-
mitted bits ug to uny—_1. At step ¢, if ¢ is not in the frozen set,
the SC decoder estimates ; such that:

Pr()’yﬁéil‘ui:o) >1

u; = 0, if Pr(y,iq tui=1) 2)
1, otherwise,
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Fig. 2. Butterfly-based SC decoder with N = 8.
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where Pr(y,aj 'lu; = b) is the probability that y was
received and the previously decoded bits are %—1’ given the
currently decoded bit is b, where b € {0,1}. The ratio of
probabilities in (2) represents the likelihood ratio (LR) of bit

Uj .

III. SC DECODING SCHEDULING

The SC decoding algorithm successively evaluates the LR
L; of each bit u;. Arikan showed that these LR computations
can be efficiently performed in a recursive manner by using a
data flow graph which resembles the structure of a fast Fourier
transform. That structure, shown in Fig. 2, is named a butterfly-
based decoder. Messages passed in the decoder are LR values
denoted as L;;, where [ and ¢ correspond to the graph stage
index and row index, respectively. In addition, Lg,; = L(%;)
and L, ; is the LR directly calculated from the channel output
y;. The nodes in the decoder graph calculate the messages
using one of two functions:

L= { f(Ll+1,i§Ll+1,i+21)

9(81i—21; Lis1iot5 Liga,)
where 3 is a modulo-2 partial sum of decoded bits, B(l, )
%modz 0<Il<mn,and 0 < i < N. In the LR domain,
functions f and g can be expressed as:

if B(1,i)=0
if B(l,i) =1,
(3)

L

14 ab
f(a,b) = et b 4)
g(5,a,b) = a'=%b. (5)

Function f can be computed as soon as @ = L;; ; and b =
L4140 are available. On the other hand, the computation
of g requires knowledge of S, which can be computed by
using the factor graph of the code. For instance, in Fig. 1,
85 1 is estimated by propagating @ in the factor graph: 35 =



111 © 3. This partial sum of 43 is then used to compute Los =
9(82,1; L3 15 L3 5).

The need for partial sum computations causes strong data
dependencies in the SC algorithm. This constrains the order
in which the LRs can be computed in the graph. Fig. 3
shows the scheduling of the decoding process for N = 8
using a butterfly-based SC decoder. At each clock cycle
(CC), LRs are evaluated by computing function f or g. It
is assumed here that those functions are calculated as soon as
the required data is available. Once the channel information
yév —1 is available on the right hand side of the decoder, bits ;
are successively estimated by updating the appropriate nodes
of the graph, from right to left. When bit u; is estimated,
all partial sums involving #; are updated, allowing future
evaluations of function g to be carried out.

One can notice that when stage [ is activated, a maximum
of 2! operations can be performed simultaneously. Moreover,
only one kind of function (f or g) is used when activating a
given stage. Finally, a stage [ is activated 2"~! times during
the decoding process of a vector. As a consequence, assuming
one clock cycle per stage activation, the total number of clock
cycles required to decode a vector is:

n—1

Lrof = Z on—l = 9N — 2. (6)
=0

Despite the seemingly parallel structure of this decoder,
strong data dependencies constrain the decoding process and
make this decoder quite inefficient. For instance, if we define
an active node as one whose inputs are ready, allowing it to
perform its operations, then only a fraction of the nodes are
actually active during each decoding clock cycle, as shown in
Fig. 3. In order to characterize the efficiency of an SC decoder
architecture, we use the utilization rate, v, which represents
the average number of active nodes per clock cycle:

A total number of node updates
o=

. (7
computational resource complexity X computation time )

In SC decoding, N logy N node updates are required to
decode one vector. A butterfly-based SC decoder performs this
amount of computation with N log, N node processors which
are used during 2N —2 clock cycles; its utilization rate is thus:

N logy N 1
Nlog, N2N —2) ~ 2N’

Qlref = 3

The utilization rate rapidly decreases towards 0 as N grows.
This indicates potential for a more efficient utilization of
processing resources.

IV. STATE-OF-THE-ART SC DECODER ARCHITECTURES

Since polar codes are a fairly new coding scheme, very few
architectures have been proposed for their implementation in
hardware. This section gives an overview of existing decoder
architectures and describes their main properties.
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Fig. 3. Scheduling for the butterfly-based SC decoder with N = 8.

A. Tree SC Decoder

Section III showed that whenever a stage [ is activated, only
2! nodes of the graph are updated. For this reason, the N nodes
of each stage I can be implemented using only 2! processing
elements (PE) as shown in [12]. A PE is a programmable
functional unit able to perform either function f or function
g. This tree decoder consists of n stages of 2! PEs each, with
0 <1 < n. This resource sharing allows a latency identical
to that of the butterfly-based decoder (2N — 2 clock cycles)
with only NV — 1 PEs associated with 2N memory elements
(ME) required to store temporary LR calculations and channel
LRs. As will be detailed in Section VI-A, resource sharing
within a PE enables us to reduce the complexity of a PE:
Cpg < Oy +Cy,. Therefore, in the least favorable case (Cpg =
Cr + Cy), the utilization rate of the tree decoder is:

Nlogy N _logy N
2(N-1)2N —2) ~ 4N

(©))

Atree =
This improves the utilization rate by a factor of 10%1\[
over the butterfly-based decoder. However, this architecture
does not address the fact that only a single stage is active at
any given time, leaving the remaining n — 1 stages idle; two
architectures proposed in [12] to address this shortcoming will
be reviewed in the following sections.

B. Line SC Decoder

Fig. 3 illustrates that a maximum of % computations of
functions f and g is actually performed in one clock cycle.
Furthermore, only N — 1 MEs are required to store partial
results, in addition to the N MEs needed to store the input
LRs from the channel. In other words, a decoder with only
% processing elements and ~2/N MEs can achieve the same
latency as a butterfly-based decoder. This architecture, intro-
duced in [12] and named line decoder, consists of % PEs. Its
utilization rate can be computed as:

Nlogy, N = logy N
N(@2N -2) 2N

Uline = (10)
C. Vector-Overlapped Decoder

It is also possible to use the idle stages of the tree decoder
to decode multiple received vectors simultaneously. It was
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shown in [12] that this decoding scheme yields an increased
utilization rate:

N Vlogy N
TAN 4 (2V + 2) logy (VL)

Qvo (11
where V' represents the number of overlapped vectors pro-
cessed in the decoder. However, this architecture requires that
memory be duplicated V' times, which becomes impractical
when V' > 1.

V. SEMI-PARALLEL SC DECODER
A. Principle and Scheduling

The architectures presented in Section IV share the common
flaw that their utilization rate decreases as the code length
increases. We therefore propose to improve « by limiting the
number of PEs implemented in the decoder.

Considering that, in the line decoder, the % PEs are only
all activated simultaneously twice during the decoding of a
vector—regardless of the code size—it follows that we can
increase the utilization rate of a decoder by reducing the
number of PEs without significantly impacting throughput. For
example, a modified line decoder implementing only % PEs
will only incur a 2 clock cycle penalty compared to a full line
decoder. This simplified architecture, which we name semi-
parallel decoder, has a lower complexity at the expense of a
small increase in latency.

This approach can be generalized to a smaller number of
PEs. Let us define P < % as the number of implemented
PEs. Fig. 4 describes the scheduling of a semi-parallel decoder
with {P = 2; N = 8}, where it can be observed that this
scheduling only requires 2 additional clock cycles over the
equivalent line decoder. Indeed, the computations performed

during clock cycles {0,1} and {8,9} are executed in a single
clock cycle in a line decoder.

In addition, Fig. 4 depicts the data flow graph of LRs
generated during the decoding process for {N = 8; P = 2}.
Data generated during CC = {0, 1} is not needed after CC
= 5 and can therefore be replaced by the data generated in
CC = {8,9}. It follows that the same memory element can
be used to store the results of both computations.

In general, the memory requirements remain unchanged
in comparison with the line decoder: the semi-parallel SC
decoder needs N MEs for the channel information y, and
N — 1 MEs for intermediate results. Consequently, for a
code of length N, the memory requirements of the semi-
parallel decoder remain constant regardless of the number of
implemented PEs.

It should be noted that the data dependencies involving §
are not represented in Fig. 4. Therefore, even though it may
seem that the data generated at CC = {8,9} could have been
produced earlier, this is not the case as the value of 43 must
be known in order to compute Ly 4, L2 5, Log and Lo 7.

B. Complexity vs Latency

Although the reduced number of processing elements imple-
mented in a semi-parallel SC decoder increases latency, this
reduction only affects the processing of stages that require
more than P node updates. Starting from this general obser-
vation, we now quantify the impact of reducing the number
of processing elements on latency. In order to keep some
regularity in the scheduling, we assume that the number of
implemented PEs, P, is a power of 2 and P = 2P,

In a line SC decoder, every stage [ of the graph is updated
27— times and it takes a single clock cycle to perform those
updates since a sufficient number of PEs is implemented.
However, in a semi-parallel decoder, a limited number of
PEs is implemented and it may take several clock cycles to
complete a stage update. The stages satisfying 2/ < P are not
affected and their latency is unchanged. However, for stages
requiring more LR computations than there are implemented
PEs, it takes multiple clock cycles to complete the update.
Specifically, % clock cycles are required to update a stage [
with P implemented PEs.

Therefore, the total latency of a semi-parallel decoder is:

n—1
Lep = i?”fl + Z gn—lgl=p
1=0

l=p+1
non-affected stages affected stages

1 N
N N

As expected, the latency of the semi-parallel decoder in-
creases as the number of implemented PEs decreases. How-
ever, this latency penalty is not linear with respect to P. In
order to quantify the trade-off between the latency of the semi-
parallel decoder (£sp) and P, we define the relative-speed
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factor of a semi-parallel SC decoder as:

Lret 2P
Lsp 2P +log, 5%’

osp = 13)

where £,.; is defined in (6).

This metric defines the throughput attainable by the semi-
parallel decoder, relative to that of the line decoder. One
should notice that the definition of ogp implicitly assumes
that both decoders can be clocked at the same frequency:
Tektine = Tek-sp- In Section VII, synthesis results show that
due to the large number of PEs in the line decoder, we actually
have Tt iine > Teik-sp- Consequently, (13) represents the least
favorable case for the semi-parallel architecture.

The utilization rate of a semi-parallel decoder, on the other
hand, is defined as:

Nlogy, N logy N

2P(2N + N logy (L) 4P + 2logy(55)’

asp = (14)

Fig. 5 plots ogp and agp as P is varied from 1 to 128
for code lengths N = {210 211 212 9201 One should first
notice that both metrics vary only marginally with respect to
the code length. Moreover, these curves show that ogp is close
to 1 even for small values of P. This means that a small
number of PEs is sufficient to achieve a throughput similar to
that of a line decoder. For example, the semi-parallel decoders
presented in this figure can achieve >90% of the throughput
of a line SC decoder using only 64 PEs. The number of PEs
is reduced by a factor %, which is 8192 for N = 220 and
P = 64. For P = 64 and N = 1024, the utilization rate
(asp = 3.5%) is improved by a factor 8 compared to the line
decoder. This demonstrates a more efficient use of processing
resource during the decoding process.

This dramatic complexity reduction makes the size of the
processing resources very small in comparison to that of the
memory resources required by this architecture, as discussed
in Section VIL
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Fig. 6. Semi-parallel SC decoder architecture

VI. HARDWARE ARCHITECTURE

This section provides a detailed description of the various
modules comprised in the semi-parallel decoder, whose top-
level architecture is illustrated in Fig. 6.

A. Processing Elements

SC polar code decoders carry out their likelihood estima-
tions using update rules (4) and (5). However, those equations
require divisions and multiplications, which makes them un-
suitable for a hardware implementation. To reduce complexity,
reference [12] suggested replacing these LR updates with
equivalent functions in the logarithmic domain. In this paper,
we denote log likelihood ratio (LLR) values by Ax = log(X),
where X is an LR.

In the LLR domain, functions f and g become the sum-
product algorithm (SPA) equations:

Ar(Aas Ap) = 2tanh ™ <tanh ()\2(1) tanh (?)) (15)

Ao (8, Xas Ap) = Aa(—1)° + \p. (16)

At first glance, Ay appears more complex than its coun-
terpart (4) as it involves hyperbolic functions. However, [14]
showed that it could be approximated using the minimum
function, yielding the simpler min-sum (MS) equations:

Ar(Aas Ab) = 9" (Aa)P™ (Ap) min(|Aal, [As])
Ao (8, Xas Ao) = Aa(—1)% + N,

a7)
(18)

where | X| represents the magnitude of variable X and ¢*(X),
its sign, defined as:
. 1 when X >0
v ={ 1

otherwise. (19)

Equations (17) and (18) indeed suggest a much simpler
hardware implementation than their counterparts in the LR
domain. In addition, Fig. 7 shows that although (17) involves
an approximation, its impact on decoding performance is
minimal.

Hardware-wise, we propose merging Ay and ), into a
single processing element using the sign and magnitude (SM)
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approximation on an AWGN channel, for N = 210 and N = 214,
representation for LLR values as it simplifies the realization
of (17):

1/}(/\1‘) = w()‘a) D w()‘a)
|Agl = min([Aa|, [Ae]),

(20)
2L

where (X)), like ¢*(X), describes the sign of variable X,
although in a way that is compatible with the sign and
magnitude representation:

0 when X >0

»(X) { 1 otherwise. (22)

These computations are implemented using a single XOR
gate and a (@) — 1)-bit compare-select (CS) operator, as shown
in Fig. 8. Function A4, on the other hand, is implemented using
an SM adder/subtractor. In SM format, 1/(4) and |\4| depend
not only on 8, ¥(Aa), ¥(Ay), |Aa|, and |Ay|, but also on the
relation between the magnitudes |A,| and |\y|. For instance,
if § =0, ¥(Aa) =0, ¥(Xp) = 1, and |As| > |Xp|, then
Y(Ag) = P¥(Aq) and [Ag| = |As| — |Ag|. This relation between
[Aa| and |Ap| is represented by bit 7., which is generated
using a magnitude comparator:

. 1
Yab = 0

The sign ¥ (\,) depends on four binary variables: 1)(),),
¥(Ay), § and 74p. By applying standard logic minimization
techniques to the truth table of ¢/()\,), we obtain the following
simplified boolean equation:

if [Aa] > |As]

otherwise. (23)

PY(Ag) = Fab - V(M) +Yab - (3 D Y(Aa)), (24)

where @, -
respectively.
As shown in Fig. 8, the computation of ¢(\4) only requires
an XOR gate and a multiplexer, while 7, is already available
from the CS operator, which is shared between Ay and ).

and + represent binary XOR, AND and OR,

o B(Li)
3§
w(k,)
Wiy, Jo—— y(ly)
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{ 1, < Il
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A min(Ih,LIA,1) |\ o7
Fig. 8. Sign and magnitude processing element architecture.

On the other hand, the magnitude |\,| is the addition or
subtraction of max (||, |As]) and min(|Ag|, |As]):

[Agl = max([Aal, [Ao]) + (=1)* min(|Aal, [As])
X =589%(xa) ®Y(M),

where bit x determines whether min(|\,]|, |\p|) should be
inverted or not. |A4| is implemented using an unsigned adder,
a multiplexer, and a two’s complement operator—used to
negate a number so that the unsigned adder can be used to
perform subtraction by overflowing—in addition to the shared
CS operator.

Finally, the result of the processing element is determined
by bit B(l,1), such that:

(25)
(26)

[ ¥(\f) when B(l,i) =0
Y(AL,,) = { ¥(N,) otherwise @7
[ |Af| when B(l,i) =0
ALl = { |\g| otherwise. 28)

B. LLR Memory

Throughout the decoding process, the PEs compute LLRs
which are reused in subsequent steps of the process. To
allow this reuse to take place, the decoder must store those
intermediate estimates in a memory. It was shown in [12] that
2N — 1 Q-bit memory elements are sufficient to store the
received vector and keep track of all the intermediate ()-bit
LLR estimates. This memory can be conceptually represented
as a tree structure in which each level stores LLRs for a stage
l of the decoding graph, with 0 < [ < n. Channel LLRs are
stored in the leaves of the tree whereas decoded bits are read
from the root.

In order to avoid introducing additional delays in decoding,
we seek to have single-clock-cycle operation of the processing
elements, which requires that it be possible to simultaneously
read their inputs and write their outputs in a single clock
cycle. A straightforward solution would be to implement
these parallel accesses using a register-based architecture, as
was proposed in [12] for the line decoder. However, pre-
liminary synthesis results demonstrated that the routing and
multiplexing requirements associated with this approach were
not suitable for the implementation of the very large code
lengths required by polar codes. We thus instead propose to



implement this parallel access using random access memory
(RAM). In a polar codes decoder, the PEs consume twice
as much information as they produce. Therefore, our semi-
parallel architecture uses a dual-port RAM configured with a
write port of width P(Q and a read port of width 2P(Q), and a
specific placement of data in memory. Note that using RAM
has the added benefit that it also significantly reduces the area
per stored bit over the register-based approach.

Within each memory word, LLRs must be properly aligned
such that data is presented in a coherent order to the PEs.
For example, the {N = 8; P = 2} semi-parallel SC decoder
shown in Fig. 2 computes Az, , and Ar, , by accessing a
memory word containing {Ar, o, AL, s ALy, ALy, )t in this
order—which follows the bit-reversed indexing scheme of
[4]—and presenting those LLRs to the PEs. Effecting this bit-
reversal throughout in this figure leads to a mirrored decoding
graph, as seen in Fig. 9, with bit-reversed vectors for the
channel information x and the decoded output .

This ordering is advantageous since the processing elements
only access contiguous values in memory. For example, LLRs
{ALag> ALy ALsys AL, s }» discussed earlier, are now located
in LLR locations {8,9,10,11} in memory, after the received
vector x. This observation holds true for any nodes emulated
by a PE in the mirrored graph. This means that the decoder
can now feed a contiguous block—word 2 in Fig. 10, in our
example—of memory directly to the PEs. Note that this means
that the received vector y must be stored in bit-reversed order
in memory, but this can easily be done by modifying the order
in which the encoder sends the codeword over the channel.

In order to simplify the memory address generation, we
use the particular structure and data placement illustrated in
Fig. 10, where the unused values computed by the PEs in the
stages satisfying [ < p are also stored in memory, to preserve
a regular structure. It allows for a direct connection between
the dual-port RAM and the PEs, without using complex
multiplexing logic or interconnection networks. On the other
hand, this layout has an overhead of Q(2P log, P+1) bits over
the minimum required amount of memory. Fortunately, this
overhead is constant with respect to N, which implies a shrink-
ing proportion of the overall memory requirements as code
length increases, for a fixed P. For example, our approach
needs 769() additional bits of RAM for P = 64, regardless
of code size. The overhead for a {N = 1024; P = 64}
decoder can be computed to be ~37.6% while that percentage
shrinks to ~1.17% for a N = 32,768 decoder with the same
parameters.

C. Bypass Buffer

When a graph stage [, where | < p, is processed, the
data generated by the processing elements needs to be reused
immediately after being produced. If we assume that the LLR
RAM does not have write-through capability, then a PQ-bit
buffer register is required to loop these generated data directly
back to the input of the PEs, while preventing a combinatorial
loop in the circuit.

Fig. 9. Mirrored decoding graph for N = 8.
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Fig. 10. Organization of the LLR memory for N = 8 and P = 2 with
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D. Channel Buffer

Since the RAM operates on P(Q-bit words natively, a buffer
was introduced at the input of the decoder to accumulate P
@-bit LLRs from the channel before writing them to RAM
as a memory word. This buffer allows the decoder to receive
channel LLRs serially while keeping the interface to the RAM
uniform for both the PEs and the channel inputs.

E. Partial Sum Registers

Throughout the decoding process, the processing elements
must be provided with specific partial sums as part of Ag.
Furthermore, whenever a bit u; is estimated, many such partial
sums typically require updating.

Unlike the likelihood estimates stored in the LLR memory,
partial sums do not have a regular structure that would allow
them to be packed in memory words. As a result, storing them
in a RAM would lead to scattered memory accesses requiring
multiple clock cycles. To avoid lowering the throughput of the
decoder, we instead store them in registers. Each g node of the
decoding graph is mapped to a specific flip-flop in the partial
sum register. The partial sum update logic module, described
in Section VI-F, updates the values of this register each time
a bit 4; is estimated.

We found that N —1 bits suffice to store the required partial
sums if we time multiplex the use of those memory locations
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between all the nodes emulated by a given processing element.
We noticed that the g nodes could be grouped into 2! groups in
each stage [, each group only requiring a single bit of memory
to store their partial sums, for a total of N — 1 memory bits.
For example, looking at Fig. 2, we notice that all partial sums
in stage 0 can be stored in a single bit, provided that this
bit be reset at each odd clock cycle of the decoding process.
Similarly, we see that the nodes of stage 1 can be grouped
into 2 partial sums, provided that the first two partial sums be
stored in the same location (same for the last two), and that
both locations be reset at clock cycles 3 and 7. Fig. 11 shows
the mapping of each partial sum to one of the N — 1 1-bit
flip-flops, for N = 8.

F. Partial Sum Update Logic

Every computation of function A, requires a specific input
31,, corresponding to a sum of a subset of the previously
estimated bits 12(1)\[ -1 per (5). This subset of ﬂ(I)V ! needed
for the g node with index z when decoding bit ¢ in stage [ is
determined according to the indicator function

I(l,i,2) = B(l,7) - I:I(B(v,z) ® B(v+1,17))

v=l
-1

][ Bw, 2) + B(w,i)),

w=0

(29)

where - and [] are the binary AND operation, + the binary
OR operation, and B(a,b) £ 2 mod 2. An estimated bit ;
is included in the partial sum if the corresponding indicator
function value is 1. For example, the values of the indicator
function when NV =8 and [ = 2 are

1 0

I1(2,i,2) =

OO OO ==
OO OO O
SO oo R~ OO
OO OO OOO

and the first four partial sums are

89,0 = g ® Uy © U D U3,
89,1 = 11 @ U3,
890 = Uy ® U3, and
893 = Us3.
Using the indicator function, the general form of the partial
sum update equation is

N-1
S = P ai 104 2), (30)
=0

where € is the binary XOR operation.

In terms of hardware implementation, since each evaluation
of function g requires a different partial sum §; ., flip-flops
are used to store all needed combination. Since the hard
decisions ; are obtained sequentially as decoding progresses,
the contents of flip-flop (I, z) is produced by adding ; to the
current flip-flop value if I(l,4,z) = 1. Otherwise, the flip-flop
value remains unchanged.

Using the time multiplexing described in the previous
section, the indicator function can be further simplified:

-1
I'(li,2) = B(Li)- [[(BU—v—1,%) + B(v,i), (1)
v=0

where Z corresponds to the index of the flip-flops within a
stage. Since time multiplexing is used in the partial sum regis-
ters, a flip-flop in stage [ effectively holds 2" ~!~! partial sums,
at different points in the decoding process. Both indexing
methods are illustrated in Fig. 11.

G. Frozen Channel ROM

A polar code is completely defined by its code length N
and the indices of the frozen bits in the vector u.

Our architecture stores the indices of those frozen bits in a
1-bit ROM of size N. Every generated soft output Az, , passes
through the w; computation block, which sets the output to
the frozen bit value if indicated by the contents of ROM, or
performs a threshold-detection-based hard decision otherwise.
This ROM is addressed directly using the current decoded bit
1.

Note that this implementation opens up the possibility of
easily reprogramming the decoder for different operational
configurations by replacing the contents of this ROM with
a different set of frozen bits; the architecture of the decoder
is decoupled from its operational parameters. Since a polar
code is created for given channel conditions—e.g.: the noise
variance for the AWGN channel—replacing the ROM by a
RAM would allow the indices of the frozen bits to be changed,
adapting to the current channel conditions.

H. Controller

The controller module coordinates the various phases and
components of the decoding process. To support those tasks,
it must compute different control signals, such as the current
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Fig. 12.  Effect of quantization on error-correction performance for the
(1024,512) polar code.

decoded bit ¢, the current stage [, and the portion € of a stage
being processed, 0 < € < [Q—PZ]

Being sequential, the calculation of ¢ is straightforward,
using a simple n-bit counter enabled each time the decoder
reaches | = 0.

The stage number [, on the other hand, involves a computa-
tion slightly more involved—as illustrated in Fig. 4—because
it relies on both ¢ and €. Whenever € > [Z—Pl], 1 is updated and
I is modified such that it is set to the index of the first bit set
in the binary representation of the updated value of ¢, or to
n — 1 when ¢ wraps around N — 1.

Since stage | needs 2 calculations, it requires {2—;,] uses of
the processing elements—and thus the same number of clock
cycles—to perform all computations associated with this stage.
Therefore, a simple counter is used to keep track of ¢, with a
reset conditioned on the above condition.

The controller also controls a multiplexer located at the
input of the RAM. During the input phase, this multiplexer
selects the channel buffer as the input to the RAM; during
the decoding, it selects the outputs of the processing elements
instead.

Then, the controller selects the input of the processing
elements using a set of multiplexers located at the output of the
RAM, depending on the value of the read and write addresses
provided to the RAM. If those addresses point to overlapping
locations in memory, it selects the bypass buffer as part of the
inputs to the PEs: it bypasses the low part (resp. high part)
of the memory output if the least significant bit of the write
address is 0 (resp. 1).

Finally, the controller selects the function (f or g) performed
by the processing elements based on B(l,%), as described in
Section III.

VII. IMPLEMENTATION RESULTS

We start this section by investigating the effects of imple-
mentation parameters on error-correction performance. Then,
we present the implementation results for FPGA and ASIC,
comparing them with other works in the literature.

TABLE I
RESOURCE UTILIZATION OF THE BP AND SC DECODERS ON THE XILINX
VIRTEX IV XC4VSX25-12 USING THE (1024, 512) POLAR CODE.

Algorithm  LUT FF BRAM  T/P (Mbps)
BP [15] 2,794 1,600 12 2.78
SP-SC 2,600 1,181 5 22.22

A. Decoding Performance

Two factors impact the error-correction performance of the
hardware decoder: the number of quantization bits ) used to
represent LLRs and the maximum channel symbol magnitude
allowed before saturation occurs.

Fig. 12 shows the BER for the (1024, 512) code using ) =
{4,5,6} quantization bits, in addition to the BER of the non-
quantized decoder. The quantized decoder inputs were limited
to the range [-2, 2] and values outside this range were clipped.
From the figure, we note that when using 4 quantization bits,
the BER is degraded by less than 0.25 dB. However, increasing
@ to 5 results in performance almost matching that of the non-
quantized decoder. Further increasing () offers no benefit for
this decoder. We therefore use () = 5 and saturate the decoder
input to [-2, 2] for the implementation analysis.

B. FPGA Implementation

To the best of our knowledge, there is only one other
hardware implementation of a polar code decoder [15] in
the literature. That work implemented a semi-parallel belief-
propagation (BP) decoder on a Xilinx FPGA and presented
throughput and error-correction performance results. The
error-correction performance of this BP decoder was provided
for 50 decoding iterations without early termination; it matches
that of our SC decoder using 4 bits of quantization. However,
the throughput results of [15] were provided for 5 iterations
of the decoder; we therefore scale them down by a factor
of 10 to allow a comparison of the BP and SC decoders at
the same error-correction performance. From Table I, which
summarizes the resources used by a BP and an SC decoder
having the same error-correction performance, we see that
the proposed SC decoder utilizes fewer resources—especially
memory resources—while providing an information through-
put an order of magnitude greater than that of the BP decoder.
The BP decoder may reduce the number of iterations at high
SNR to increase its throughput. However, such a strategy
would increase the implementation complexity and was not
reported in [15].

In addition to the N = 1024 code, we also implemented
codes up to N = 2'7 = 131,072 in length. Table II presents
the synthesis results for these codes on an Altera Stratix IV
FPGA. We chose the number of PEs implemented to be 64 as
it was able to achieve over 90% of the throughput of a line
decoder running at the same frequency, and () was set to 5. We
also included the results with P = 16 for the NV = 1024 code
because the throughput loss due to the semi-parallel nature of
the decoder is offset by a higher clock frequency. From the
table, we note that the number of look-up tables (LUT), flip-
flops (FF), and RAM bits grows linearly in code length N.



TABLE 11
FPGA SYNTHESIS RESULTS ON THE ALTERA STRATIX IV
EP4SGX530KH40C2 USING THE POLAR CODES OF DIFFERENT LENGTHS.

N P LUT FF RAM (bits)  f (MHz)  T/P (Mbps)
210 16 2,888 1,388 11,904 196 87R
210 64 4,130 1,691 15,104 173 85R
211 64 5,751 2,718 26,368 171 83R
212 64 8,635 4,769 48,896 152 73R
213 64 16,367 8,868 93,952 134 64R
214 64 29897 17,063 184,064 113 53R
215 64 58480 33,451 364,288 66 31R
216 64 114279 66,223 724,736 56 26R
217 64 221,471 131,764 1,445,632 10 46R

TABLE III

COMPARISON WITH AN 802.16E (WIMAX) CTC DECODER [15] ON A
XILINX XC5VLX8S5.

Decoder LUT FF BRAM DSP f (MHz) T/P (Mbps)
CTC [15] 6,611 6,767 9 4 160 30
PC (4096) 7,356 4,293 6 0 94 39
PC (8192) 12,154 8,386 10 0 68 28

The frequency decreases almost linearly in the logarithm of
the code length n.

Analysis revealed that the reduction in operating frequency
is largely due to the partial-sum update logic. Since the imple-
mentation of the semi-parallel decoder, except the contents of
the frozen-bit ROM, remains the same regardless of the code
rate I? used, the operating clock frequency is independent of
R. For example, the N = 216 code has an information-bit
throughput equal to 26.35R Mbps. Hence, high values of R
can be used to reach a throughput close to 26.35 Mbps. The
information throughput values as a function of the code rate
R for the other code lengths are also provided in Table II.

The throughput of the line decoder is given by 0.5fR. As
such, it will be faster than a semi-parallel decoder operating
at the same frequency. However, as indicated by the results
for the N = 1024 code, increasing P reduces the operating
frequency. As a result, a line-decoder—if it is implementable
given the available hardware resources—will have a lower
operating frequency and a higher complexity than a semi-
parallel decoder. The largest line decoder that was successfully
synthesized for this FPGA was of length N = 212,

To compare the resource utilization and speed of the semi-
parallel polar decoder to those of other codes, we have elected
to use the convolutional turbo code (CTC) decoder for the
802.11e (WiMAX) standard presented in [15]. We found that
a (4096, 2048) polar offered FER within 0.2 dB of the (960,
480) CTC WIMAX code and an (8192, 4096) polar code
was within 0.1 dB; therefore, we compare the throughput and
synthesis results of decoders for these three codes in Table III.
For the (4096, 2048) code, the implementation complexity is
comparable: SP-SC requires more LUTs, but fewer flip-flops
and block-RAM banks. The throughput of SP-SC was 30%
higher than that of the CTC decoder, even thought it had a
lower clock frequency. The (8192, 4096) SP-SC decoder had
higher complexity than the CTC one and its throughput was
7% lower.

C. ASIC Implementation

In addition to the FPGA implementation, we have also
synthesized the semi-parallel SC decoder as an ASIC using
Cadence RTL Compiler with a 65nm TSMC standard-cell
library. Table IV presents these synthesis results for different
code lengths with a target clock frequency set to 500 MHz.
We note that the majority of the area is occupied by the
circuitry required to store the LLR results of the calculations.
This is in large part due to the use of registers instead of
RAM as we did not have access to a RAM compiler for
the 65nm technology. The partial-sum update circuitry also
occupied a sizable portion of the design as a result of the large
amount of multiplexing and logic required by these operations.
Finally, the throughput values for these designs are also given
in Table IV and are all greater than 240R Mbps.

VIII. CONCLUSION

In this paper, we proposed a new semi-parallel architecture
for successive cancellation decoding of polar codes. We first
showed that butterfly-based and line decoder architectures have
a very low utilization rate. Then, we took advantage of the
very regular structure of polar codes to increase processing
resource sharing further. The throughput penalty is showed to
be small in comparison with the drastic reduction in processing
complexity. The resulting semi-parallel decoder architecture
was then detailed and implemented on FPGA and ASIC
targets. FPGA implementation shows that polar code decoders
are getting close to existing CTC decoder in terms of hardware
resources utilization and throughput.

Future work will focus on increasing the clock frequency
by simplifying the partial sum update logic and associated
registers, which are now the main contributors to the critical
path in successive cancellation decoding of polar codes.
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